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ELMo: 93M params, 2-layer biLSTM

BERT-base: 110M params, 12-layer Transformer 

BERT-large: 340M params, 24-layer Transformer

The Language Model “Scaling Wars”!
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The Language Model “Scaling Wars”!

ELMo: 1B training tokens 

BERT: 3.3B training tokens 

RoBERTa: ~30B training tokens
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Colossal Models
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So… What Does All of This Scaling Buy Us?
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GPT-3
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Downstream  
training data

Downstream  
test data
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No fine-tuning!!! Literally just take a pretrained LM and 
give it the following prefix:

“Translate English to French: cheese =>”

Why “=>” ? What is the optimal prompt?

We will see how LLMs are very 
‘sensitive’ to such prompt 

formatting, and how we can 
measure this sensitivity!
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No fine-tuning!!! Literally just take a pretrained LM and 
give it the following prefix:

“Translate English to French: sea otter => loutre de mer, 
cheese =>”
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No fine-tuning!!! Literally just take a pretrained LM and 
give it the following prefix:

“Translate English to French: sea otter => loutre de mer, 
peppermint => … (few more examples) , cheese => ”

Many such 
examples fed into 
the prefix in this way
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How Does This New Paradigm  
Compare to “Pretrain + Finetune”?
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TriviaQA
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What does this mean?
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What About Translation?
(7% of GPT3’s Training Data is in 
Languages Other Than English)
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Improvements haven’t
plateaued!
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What About Reading 
Comprehension QA?
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Struggles on “harder” datasets
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Ahmet andAbdullah., 2021

Scaling up the model size is one of the most  important 
ingredients for achieving the best  performance
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Practical Challenges: Large-Scale Models are Costly 
to Share and Serve

Lester et al., 2021
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Language Model Prompting to The Rescue!
GPT-3 (Brown et al., 2020): In-context learning

• natural language instruction and/or a few 
task demonstrations ⟶ output

“Translate English to German:” That is good ⟶
Das is gut

• no gradient updates or fine-tuning
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What is Prompting？
Encouraging a pre-trained model to make particular predictions by  providing a "prompt" 
specifying the task to be done.
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Terminologies and Notations
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What’s The General Workflow of Prompting?
• Prompt Addition  
• Answer Prediction  
• Answer-Label Mapping
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Prompt Addition
Prompt Addition: Given input x, we transform it into prompt x’ through  two steps:

1. Define a template with two slots, one for input [x], and one for the answer [z]

2. Fill in the input slot [x]
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Example: Sentiment Classification

Input: x = “I love this movie”

Template:[x] Overall, it was a [z] movie

Prompting: x’ = “I love this movie. Overall it was a
[z] movie.”
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Answer Prediction
Answer Prediction: Given a prompt, predict the answer [z]

• Fill in [z]
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Input: x = “I love this movie”

Template:[x] Overall, it was a [z] movie

Prompting: x’ = “I love this movie. Overall it 
was a [z] movie.”

Predicting: x’ = “I love this movie. Overall it 
was a fantastic movie.”

Example
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Mapping
• Mapping: Given an answer, map it into a class label
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Input: x = “I love this movie”

Template:[x] Overall, it was a [z] movie

Prompting: x’ = “I love this movie. Overall it was a
[z] movie.”

Predicting: x’ = “I love this movie. Overall it was a
fantastic movie.”

Mapping: fantastic => Positive

Example
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Types of Prompts

▪ Prompt: I love this movie. Overall it was a [z] movie

▪ Filled Prompt: I love this movie. Overall it was a boring movie

▪ Answered Prompt: I love this movie. Overall it was a fantastic movie

▪ Prefix Prompt: I love this movie. Overall this movie is [z]

▪ Cloze Prompt: I love this movie. Overall it was a [z] movie
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Sub-optimal and Sensitive Discrete/Hard Prompts
• Discrete/hard prompts

• natural language instructions/task descriptions

• Problems
• requiring domain expertise/understanding of the model’s inner workings
• performance still lags far behind SoTA model tuning results
• sub-optimal and sensitive

• prompts that humans consider reasonable is not necessarily  effective for language models
• pre-trained language models are sensitive to the choice of  prompts
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Sub-optimal and Sensitive Discrete/Hard Prompts

Liu et al., 2021
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Progress in prompt-based learning
• manual prompt design (Brown et al., 2020; Schick and Schutze, 2021a,b)

• mining and paraphrasing based methods to automatically augment the prompt sets (Jiang et al., 2020)

• gradient-based search for improved discrete/hard prompts (Shin et al., 2020)

• automatic prompt generation using a separate generative language model (i.e., T5) (Gao et al., 2020)

• learning continuous/soft prompts (Liu et al., 2021; Li and Liang., 2021; Qin and Eisner., 2021; Lester et 
al., 2021)

Continuous/soft prompts
• additional learnable parameters injected into the model

Shifting From Discrete/Hard to Continuous/Soft  
Prompts
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(Lester et al., 2021)

What is a prompt in Prompt Tuning?
A sequence of additional task-specific tunable tokens prepended to the input text

task-

specific  

prompt
task batch

Prompt Tuning Idea 
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Li &Liang, ACL 2021

Prefix Tuning
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Parameter-efficient Prompt Tuning
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Prompt Tuning Becomes More Competitive With Scale
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Lester et al., 2021

performance stability

Room for Improving Prompt Tuning
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Prompt Length Matters Less With Larger Pre-trained 
LMs
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Prompt Initialization Matters Less With Larger Pre-
trained LMs
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Problems With Soft Prompts
• Requires separate training
• Not possible to get soft prompts for all possible tasks and inputs
• Not user-friendly

• How will non-expert users get soft prompts for new tasks/inputs while interacting with the LMs?

Hard prompts, thus, continue to be the default choice for interacting/utilizing LLMs. 
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Advanced Prompting
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Q: Mohit has 5 tennis balls. He buys 2 more 
cans of tennis balls. Each can has 3 tennis 
balls. How many tennis balls does he have 
now? 

A: The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 
to make lunch and brought 6 more how many 
apples do they have?

Q: Mohit has 5 tennis balls. He buys 2 more 
cans of tennis balls. Each can has 3 tennis 
balls. How many tennis balls does he have 
now? 

A: Mohit started with 5 balls. 2 cans of 3 
tennis balls 5 + 6 = 11. The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 
to make lunch and brought 6 more how many 
apples do they have?

A: The answer is 27. 
A: The cafeteria had 23 apples originally. They 
used20 to make lunch. So they had 23 - 20 = 
3. They bought 6 more apples, so they have 3 
+ 6 = 9. The answer is 9.

Model Input

Model Input

Model Output Model Output

Standard Prompting

Chain-of-Thought Prompting

Prompting vs 
CoT
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CoT with Self Consistency

https://medium.com/@johannes.koeppern/self-consistency-with-chain-of-
thought-cot-sc-2f7a1ea9f941
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Tree-of-Thought (ToT)

• Key components:
• Branching: Generates multiple thought paths for 

each step
• Scoring: Evaluates quality of each thought/path
• Backtracking: Returns to previous points if a path 

is unproductive

https://wandb.ai/sauravmaheshkar/prompting-techniques/reports/Chain-of-thought-tree-of-
thought-and-graph-of-thought-Prompting-techniques-explained---Vmlldzo4MzQwNjMx
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Graph-of-Thought (GoT)

https://wandb.ai/sauravmaheshkar/prompting-techniques/reports/Chain-of-thought-tree-of-
thought-and-graph-of-thought-Prompting-techniques-explained---Vmlldzo4MzQwNjMx

• Refining: Modifies existing thoughts by adding loops in the graph
• Aggregating: Combines multiple thoughts into new ones by creating 

vertices with multiple incoming edges
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Graph-of-Thought (GoT)
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• Refining: Modifies existing thoughts by adding loops in the graph
• Aggregating: Combines multiple thoughts into new ones by creating 

vertices with multiple incoming edges
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However, LMs Continue to be Sensitive to 
Minor Prompt Variations 
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Small Changes in Prompts Can Lead to Big ‘Surprises’!

Q: How much are you familiar with the principles of Buddhism?\nA: 

Buddhism is a philosophy and spiritual practice that originated in ancient 
India … 

Q: How much do you understand Buddhism?\nA: 

0.000001% (just kidding, but I’m not a Buddhist scholar either!)

Meta Llama 3

8B Instruct
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Is Accuracy Enough?

• Only Accuracy (or, a measure of correctness) 
reported.

• None of the models report prompt sensitivity 
on benchmarks! 

• No standard measure for capturing prompt 
sensitivity exists !!!
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Sensitivity is Orthogonal to Correctness
Model-A

Performance on a 
benchmark of interest Prompt Sensitivity

0.85 0.6

Model-B

Performance on a 
benchmark of interest Prompt Sensitivity

0.75 0.2

From a user-centric perspective, models with low prompt sensitivity 
are generally preferred over highly prompt-sensitive ones, if both 
perform almost similarly on standard benchmarks.

Thus, Model-B is often preferred by a user over Model-A.
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How to Measure Sensitivity to Prompts?
Given a prompt along with its intent-preserving variations and the corresponding set of 
responses generated by a language model, how do we measure the sensitivity of the LLM on 
the given set of prompts?

The measure should work for:

• All variation types

• All task types (open-ended generation & MCQs/classification tasks)
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POSIX: A Novel PrOmpt Sensitivity IndeX
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POSIX: A Novel PrOmpt Sensitivity IndeX

EMNLP-findings’24
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Intent-preserving or Intent-aligned Prompt Variations

What is the capital of India?

What city serves as the capital 
of India? 

Can you tell me the capital 
city of India?

Where is the capital of India 
located?

What is the name of India's 
capital?

Can you provide the name of 
India's capital?

Intent-preserving / Intent-aligned 
variants

▪ User expects same response
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What Aspects Should be Captured?
1. Response Diversity
2. Response Distribution Entropy
3. Semantic Coherence
4. Variance in Confidence
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Response Diversity

Model-A (LLaMA-3 8B Instruct) Model-B (Mistral 7B Instruct)

New Delhi\nExplanation: New Delhi is the capital of India. It is 
located in the National Capital Territory of Delhi and is the country's 
largest city

\n\nNew Delhi

The capital city of India is New Delhi \n\nNew Delhi

.Delhi is the capital of India. It is located in the National Capital 
Territory of Delhi (NCT) in the northern part of the country. Delhi

\n\nNew Delhi

New Delhi\nQuestion: Which of the following is the largest state in 
India by area?\nAnswer: Rajasthan\nQuestion: Which of the 
following is

\n\na) Mumbai\nb) Kolkata\nc) Chennai\nd) New Delhi\n\nAnswer: 
d

New Delhi\nExplanation: New Delhi is the capital of India. It is 
located in the National Capital Territory of Delhi (NCT) and is the

\n\nNew Delhi

5 unique responses 2 unique responses

Response Diversity of Model A is higher

Sensitivity: Model A > Model B 
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Response Distribution Entropy

0

2

4

6

8

10

12

14

16

Model A Model B

A A. New Delhi Noida B. Noida

Response Distribution Entropy of Model 
B is higher

Sensitivity:  Model B > Model A 
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Semantic Coherence
When number of unique responses & response distribution entropy are same, what 
contributes to sensitivity?

• Lower semantic similarity among generated responses ⇒  higher sensitivity
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Variance in Confidence
When all other aspects are same:

Look into the probability of responses!!

• Higher variance in the log-likelihood of the same response ⇒ higher sensitivity
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Primary Assumption

: The capital city of India is New Delhi.

       :  New Delhi is the capital of India. It is located in the National Capital Territory of Delhi (NCT) in the northern part  of the country.

LLM(Can you tell me the capital city of India?) = 

LLM(What is the capital of India?) = 

P(     | Can you tell me the capital city of India?) ≈ P(     | What is the capital of India?) 
P(     | Can you tell me the capital city of India?) ≈ P(     | What is the capital of India?) 
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POSIX –  PrOmpt Sensitivity IndeX 

• Dataset D
• Model M
• X = {xi} : Intent-aligned prompt set
• Y = {yi} : Corresponding responses

Sensitivity of Model M on X:

• log
ℙ(𝑦𝑗|𝑥𝑖)

ℙ 𝑦𝑗 𝑥𝑗)
 captures the relative-change in log-likelihood of a response 𝑦𝑗 upon replacing its 

corresponding prompt 𝑥𝑗 with an intent-aligned variant 𝑥𝑖.
• 𝐿𝑦𝑗 − the number of tokens in the response 𝑦𝑗 − is for length normalization, to accommodate 

arbitrary response lengths.
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Does POSIX Capture the Sensitivity Aspects? 
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Effect of Instruction Tuning on Sensitivity

▪ Base > Chat : for Template variation in MMLU 
[exception- Mistral 7B]

▪ Base < Chat : for Open-ended generation in Alpaca
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Impact of Model Scale

• For MMLU: OLMo 7B > OLMo 1B
• For Alpaca: Both are comparable
• Shows that accuracy and sensitivity 

are separate aspects
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Impact of Model Scale

Even in the case of Llama-2, a 13B model is not guaranteed to always have lesser prompt 
sensitivity than a 7B model.

We can thus infer that increase in parameter count does not necessarily decrease prompt sensitivity!
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Impact of Few-shot Exemplars

Adding few-shot exemplars, even if it just a single example, can significantly 
reduce prompt sensitivity.
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Impact of Variation Categories
• Prompt Template is the most sensitive variation type in the case of MCQs

• Paraphrases are almost always the most sensitive variation type in the case of Open-
Ended Generation (Alpaca)

• Suggestion to prompt engineers:
• For MCQs, it is better to invest efforts in getting the proper prompt template 
• For open-ended questions, re-phrase the query properly
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